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MODIS
Software Management Plan

1. INTRODUCTION

1.1 Purpose

The Moderate Resolution Imaging Spectroradiometer (MODIS) Software Management
Plan is intended to meet the following key objectives:

• Serve as the project plan for the development of the MODIS Science Data
Processing Algorithms and Software,

• Serve as an agreement among the MODIS Science Team, Science Data
Support Team (SDST), and MODIS Characterization Support Team (MCST)
members; and

• Serve as an agreement between the MODIS Science Team Members (STMs)
and the Earth Science Data and Information System (ESDIS) Project.

The software management policy will be coordinated with the Earth Observing System
(EOS) AM Project to assure consistency with the requirements of the ESDIS Project.

1.2 Scope

This software management plan defines the nature of the software to be developed for
processing MODIS science data and specifies the procedures to be followed in software
development, porting, integration, testing, verification, validation, maintenance,
modification, documentation, and Configuration Management (CM).  The major software
elements provided by the SDST and the MCST include: Level 1A (L1A), Geolocation,
and Level 1B (L1B) processing software, MODIS processing shell software, and
MODIS-Application Programming Interface (M-API) utilities.  The major software
element contributed by the STMs are the Higher Level Science Algorithms; i.e., Levels
2, 3, and 4 (L2, L3, and L4) Processing Software.  When integrated into the EOS Core
System (ECS) at the Distributed Active Archive Centers (DAACs), the software shall be
identified as the MODIS Science Data Production Software (SDP S/W).  The technical
contents are intended to be compliant with the Team Leader Working Agreement
(TLWA) for MODIS Between EOS AM and PM Projects.  Three deliveries are planned
for the MODIS SDP S/W:  Beta, Version 1 (V1)and Version 2 (V2).

This plan has been organized using National Aeronautics and Space Administration
(NASA) Standard Document NASA-STD-2100-91 and supplemented by applicable
Department of Defense (DoD) standards.   It has been organized into the following
sections:

• Section 1 defines the purpose and scope of the Software Management Plan.

• Section 2 provides a description of each element of the MODIS data processing
software system.

• Section 3 describes the input data and output products.
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• Section 4 outlines the MODIS software development approach.  This section
contains schedules and milestones.

• Section 5 provides a description of Computer Aided Software Engineering
(CASE) tools used and a detailed discussion of the activities during the various
phases of the software development life cycle.

• Section 6 furnishes an overview of the MODIS approach to Science Data
Processing Verification and Validation.

• Section 7 describes an overview of the MODIS CM approach.

• Section 8 provides an overview of the MODIS approach to software Quality
Assurance (QA).

• Section 9 describes the MODIS risk management approach.

• Appendix A contains the Acronyms List.

• Appendix B contains an overview of the flow of activities to be conducted during
the SDST Science Software Transfer Group’s (SSTG) Code Acceptance
Process.

 

1.3 Related Documentation

The following documents provide information relevant to the MODIS Software
Management Plan:
• MODIS Science Computing Facilities (SCF) Plan, August 1993.

• Science Software and Data Management Requirements-Preliminary Draft Version,
ESDIS Project, July, 1993.

• MODIS Operations Concept Document-Version 1, SDST, August 1993.

• EOS Science Processing Database (for Product Identification), Ongoing Updates.

• Team Leader Working Agreement for MODIS Between EOS AM & PM Projects
GSFC and the MODIS Science Team Leader, April 21, 1994, GSFC 421-12-14-02.

• MODIS Software Development Standards and Guidelines, Version 1, 2/15/95;
SDST-022.

• Science User’s Guide and Operations Procedure Handbook for the ECS Project,
Part 4: Software Developer’s Guide to Preparation, Delivery, Integration, and Test
with the ECS; August 1995; 205-CD-002-001.

• Data Production Software (DPS) and SCF Standards and Guidelines; January 1994;
EOSDIS 423-16-01.

• MODIS Level 1B Algorithm Theoretical Basis Document, April 1995.

• Structured Analysis and System Specification, Tom Demarco, Yourdon Press, 1979.
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• Science Software Integration and Test Procedures for the MODIS Instrument at the
GSFC DAAC, August 1995; SDST-017.

• Data Production Software, Data Management, and Flight Operations Working
Agreement for MODIS.

The following documents are companion volumes of the MODIS Software Management
Plan:
• MODIS Beta Release Requirements Specification, August 1995; SDST-020

• MODIS Beta Software Test Plan, August 1995; SDST-005

• MODIS Configuration Management Plan, June 30,1995; SDST-004

• MODIS Data Management Plan, August 1995; SDST-006

• MODIS SDST Software Quality Assurance Plan, June 30, 1995; SDST-003

• MODIS Characterization Support Team Management Plan, NASA Technical
Memorandum 104594.

• MODIS Characterization Support Team Level 1B Software Development Plan,
August 11, 1994.
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2. PURPOSE AND DESCRIPTION OF MODIS DATA PROCESSING SOFTWARE

2.1 MODIS Science Data Processing Context and Major Software Functions

2.1.1 Context

Figure 2-1 illustrates the context for the MODIS science data processing software within
a given DAAC.  The SDP S/W operates within the ECS Science Data Processing
Segment (SDPS).  The MODIS SDST integrates the code necessary to create L1A,
L1B, and L2 - L4 products.  The flow of execution between software processes is linked
together by data product dependencies and is controlled by shell script software, which
is also developed by the SDST.  A series of software elements executing within a given
script is both a processing thread and a Product Generation Executive (PGE).  The
decision concerning which software elements to group into a given processing thread is
made jointly by the SDST and the STMs on the basis of input data staging and
processing speed requirements.

The ESDIS Project will provide to the MODIS SDST a Science Data Production Toolkit
(SDPTK) that will isolate the science software from hardware, system, and language
interface library dependencies of the SDPS environment.  Any access to DAAC data
servers to retrieve or store data is managed by an SDPTK call issued from the MODIS
SDP S/W to the SDPS.  The SDPTK will be implemented in two versions: an SCF
version and an SDPS version for use in the DAACs.  The SDPTK provides a library of
callable functions and subroutines including Input/Output (I/O), math and statistics
support.  The SDST will integrate the SDPTK into the STM-supplied software before
delivery to the DAAC.

The MODIS team will develop the following major software packages:

• L1A and Geolocation processing software

• L1B processing software

• MODIS processing shell software

• Higher Level (2, 3, and 4) processing software

• M-API utility software

• Software to generate simulated L1B data sets

The following sections describe the purposes of these software elements.  Table 2-1
highlights the nature of the data products produced by the software.

2.2 Level 1A and Geolocation Processing Software

The MODIS L1A and Geolocation software is code supplied by the SDST.  The L1A will
accept as input MODIS instrument packets that have been processed into Level 0 data
sets by the EOS Data and Operations System (EDOS).  Level 0 processing will produce
files that contain time-ordered, non-redundant (not duplicated) MODIS instrument
packets.  This Level 0 data will be unpacked into data elements that fall on byte
boundaries and placed into National Center for Supercomputing Applications (NCSA)
Hierarchical Data Format (HDF) structures. The L1A software will perform a minimal set
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Figure 2-1  MODIS SDP S/W Context in the DAAC Environment
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Table 2-1  MODIS Data Level Definitions

Data Level Data Definition

Level 0 Instrument data at original resolution, time order restored, with duplicate
packets removed.

L1A Level 0 data which are reformatted with calibration data and other
ancillary data included.  Geolocation information for each 1 km spatial
element of the reformatted swath data will be stored as a separate
product.

L1B L1A data to which the radiometric calibration algorithms have been
applied to produce engineering units such as volts or geophysical units
as radiances.

L2 Geophysical parameter data retrieved from the L1B data by application
of geophysical parameter algorithms.

L3 Earth-gridded geophysical parameter data, which have been averaged,
gridded, or otherwise rectified or composited in time and space.

L4 Model output or results of analysis from lower-level data; for example,
variables derived from multiple measurements.

of instrument data checks.  Metadata and other descriptive header/summary information
will be generated to describe the product, which will be archived at the Goddard Space
Flight Center (GSFC) DAAC.  The L1A product will be the primary EOS archive product
of the MODIS instrument data and the entry point for all L1B standard product
generation. The L1A data will be fully reversible to Level 0 data, providing for the
removal of all processing artifacts.  The L1A software will be designed to process
MODIS instrument data in all operating modes, including during ground calibration and
at spacecraft integration, as well as for quick-look processing.  The Earth location of
each spatial element will be computed via the Geolocation software and stored as a
separate product.  The MODIS SDST is responsible for the L1A and Geolocation
design, implementation, testing, and  maintenance.

2.3 Level 1B Processing Software

MODIS L1B standard product generation software is code supplied by the MCST.  The
L1B will produce a set of calibrated at-satellite radiances.  To increase the accuracy of
the calibrated data set a variety of calibration sources will be utilized including data from
on-board calibration sources (Solar Diffuser, Spectral Radiometric Calibration
Assembly, Blackbody and Space View), and “vicarious” data derived from periodic
ground observations and possibly from other instruments.

During processing, sources of error such as spurious and systematic effects may be
corrected.  Examples of such error sources are:

• The Point Spread Function (PSF)
• The Modulation Transfer Function (MTF)
• Scattering, ghosting, and crosstalk
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• Instrument misalignment
• Orbit and attitude determination

Effects that cannot be removed but that can be characterized may be characterized.
Such effects include spectral shift, geometric co-registration, and linearity of the Analog
to Digital Converters.  Quality assurance, uncertainty assessments, and summary data
will be generated as part of the routine L1B processing.  The MODIS MCST is
responsible for the L1B design, implementation, and maintenance.

The MODIS Level 1B Algorithm Theoretical Basis Document (ATBD) contains an
in-depth discussion of the scientific approach to producing calibrated radiances or
irradiances.

2.4  MODIS Processing Shell Software

The SDST-developed MODIS processing shells manage and control the software
processes to produce  all data products.  Each output product may contain one or more
related parameters.  The processing shell software as a system will be used to (1)
integrate science software into a cohesive data processing system based upon data
product threads, (2) reduce I/O data redundancy, and (3) provide an efficient
mechanism for operating in different processing modes (i.e., standard processing,
quick-look processing, reprocessing, and special request processing).  A processing
shell is defined as synonymous with a PGE.  A PGE is the smallest scheduled unit that
can run in the SDPS.   It shall be written in one or more higher level languages such as
C or the Perl script language.

2.5 Level 2 Processing Software

The L2 processing software includes all L2 science software provided by MODIS
Science Teams.  The MODIS STMs, divided into atmosphere, oceans, and land
discipline groups, are responsible for the science algorithms and the corresponding
software development at their SCFs.  The MODIS SDST is responsible for integrating
and testing the science software in the ECS.

The L2 processing software creates products such as ocean surface temperature,
chylorophyll concentration, atmospheric temperature and moisture profiles, and land
snow cover.  The full set of data products produced by MODIS is defined in the Science
Processing Support Office (SPSO) Product Database.

2.6 Level 3 and Level 4 Processing Software

The L3 and L4 processing software includes all L3 and L4 science software provided by
the MODIS Science Teams.  The MODIS STMs are responsible for the science
algorithms and corresponding software development at their SCFs.  The MODIS SDST
is responsible for Science Software Integration and Test (SSI&T) at the Team Leader
Computing Facility (TLCF).

The L3 processing software maps L1 and L2 data onto Earth-referenced grids and
aggregates data over time to produce weekly, monthly, and yearly products.  Standard
grids are anticipated with multiple spatial resolutions, with domains ranging from
regional (e.g., polar) to global.
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MODIS L4 processes perform analyses of the lower levels of instrument data, generally
involving detailed model calculations.

2.7 MODIS Application Program Interface

The HDF has been chosen as the storage and distribution format by the Earth
Observing System Data and Information System (EOSDIS) for Science Data Products.
The M-API, developed by the SDST, is an HDF-based toolkit made available to the
STMs to simplify the process of reading the L1B calibrated instrument data and L2
science data products, and writing output products and metadata as HDF files. The
M-API shields the Science Team software developer from the low-level details of HDF
that are not related to creating science products.  At the same time, the M-API enables
STMs to customize the structure of the HDF output to meet their own research needs.
The M-API software utilities will handle generation of low-level objects within HDF (such
as arrays, tables, vdata, and vgroups) and organize them as efficiently as possible to
promote access to their contents by other L2, L3, and/or L4 science software.  The
M-API will be updated as necessary when the Hughes Applied Information Systems
(HAIS)/ESDIS tool for supporting the swath architecture for L2 products, core metadata,
and the global gridding for L3 products are defined.  The exact nature of the changes
required, if any, will be determined during SDP S/W V1 development.

A set of MODIS file definitions will be maintained by the MODIS SDST under
configuration control.  These will be MODIS Data Product File Definition forms
describing the content and structure of files in sufficient detail to allow easy access to
their contents using the M-API (and other) utilities.  There shall be a file definition for
every MODIS data product.

2.8 Software Data Simulator for Level 1B

The SDST shall produce software to create simulated L1B data.  The software produces
synthetic data for all 36 MODIS bands in the L1B format.  The resulting L1B granules
may be used to drive processing flows all the way through a given thread, to test
boundary condition and error handling in science software and to provide a baselined
data set to test proper functioning of the MODIS SDP after operating system changes
and software upgrades.

2.9 MODIS General Purpose Utility

The SDST shall also provide general purpose utilities to support the  overall MODIS
SDP S/W system as necessary.  Requirements for tools and utilities may originate from
the STMs or from the SDST in the course of integration activities.  Anticipated utilities to
support the V1 development efforts include ancillary data processing routines, quality
assurance routines, and possibly upgrades/maintenance of binning utilities developed
by the Land Discipline group.  As the nature of these utilities is clarified, updated
information will be included in this plan.
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3. INPUT DATA AND OUTPUT PRODUCTS

The overall MODIS science objective is to make long-term observations of the Earth for
improved understanding of the global dynamics and processes occurring on the land,
oceans, and lower atmosphere.  Product resolutions range from one day to several
months in the temporal scale and from 250 m to 1 km on the spatial scale.  The MODIS
measurement objectives include surface temperature (land and ocean), ocean color
(sediment, phytoplankton), cloud characteristics, aerosol concentrations and properties,
atmospheric temperature and moisture structure, snow and ice cover characteristics,
and ocean currents.  Additional measurement objectives include chlorophyll
concentration, primary productivity,  sediment transport, standing water, wetland extent,
vegetation properties, hemispherical albedo, bi-directional reflectance, cloud properties,
and aerosol radiances.  Derived MODIS products include global vegetation maps and
global change (deforestation and desertification).

The MODIS Data Management Plan is the controlling document that specifies the
creation, storage, quality assurance, and documentation of all MODIS-produced science
data.  The information presented below is intended as an overview of the data products
produced by the fully implemented system running at the GSFC, Earth Resources
Observation System Data Center (EDC), and National Snow and Ice Data Center
(NSIDC) DAACs for the V2 SDP S/W release.  The context of the data production
environment is shown in Figure 3-1.

3.1 Required Input Data

3.1.1 Level 1A and Geolocation Input Data

The L1A input data includes the following key data elements:

• MODIS Level 0 data from EDOS; and

• Ancillary Geolocation Data including:

− Digital Elevation Model(s) - a resampled model of the Earth's terrain
expressed as elevation above mean sea level with corresponding data
quality information where the data are organized to conform to the MODIS
swath-based design;

− Geoid Data - a model of the deviation of the Earth geoid from the nominal
Earth ellipsoid surface which provides a numerical representation of the
mean sea-level surface;

− Geometric Correction Data - constants describing the internal geometry of
the MODIS instrument and its relationship to the EOS platform;

− Refined Orbit and Attitude Data from the Flight Dynamics Facility; and

− Ground Control Chip Libraries.
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Figure 3-1  MODIS SDP S/W System Context

3.1.2 Level 1B Input Data

The L1B processing requires the following key input data elements:
• MODIS L1A data set - with associated Geolocation information;

• Ancillary Data - including, but not limited to:

− Calibration Site Data - Data required to locate and characterize calibration sites.

− Calibration Parameters - Pre-launch values or tables required to characterize the
instrument; periodic calibration parameter updates once in orbit.

− Control Parameters - Flags whose value determine the path taken through the
software.
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3.1.3 Higher-Level Processing Input Data

The input data sets required for each L2, L3, and L4 product in the MODIS science data
processing are listed in the SPSO Product Database.

3.1.3.1 Earth Observing System Data

Data from other EOS instruments will be available directly from the ECS.  Some MODIS
data products depend in part upon data from and MISR instrument.  In the event that
MISR data are not available, degraded versions of the affected MODIS products may
still be created.

3.1.3.2 Ancillary Data

Ancillary data are to be acquired and integrated into EOSDIS processing by the ESDIS
Project and HAIS in a cooperative effort with the STMs.  This includes reference data
such as ground control point data, digital elevation and terrain models, atmospheric
models, coastline definitions, etc.

Each Team Member (TM) is responsible for establishing the initial agreement for
providing all other non-EOS data that are needed to validate MODIS Science Data
products.  If the data will be supplied on a continuing basis, it is the responsibility of
ECS to establish interface procedures and administer the operational process.  The TM
is responsible for obtaining any other research data that are not generally available.

3.2 Output Products

3.2.1 Product Format

MODIS shall use the ESDIS-approved NCSA HDF data format for all archivable
products.

3.2.2 Standard Products

The standard MODIS products to be output during production processing are listed in
the SPSO database.  The level of a given product is in accordance with Table 2-1.

3.2.3 Browse Products

The concept for EOS instrument browse products is not well defined.  Browse algorithm
decisions requiring scientific judgment are the responsibility of the MODIS Science
Team.  The MODIS SDST will provide integrated operational software for MODIS
unique browse processing in the EOSDIS.

Two options for the generation of browse products are: generating browse products
coincidentally with the standard products; or generating browse products from the
standard products at the time they are requested by the data user.  At this time, MODIS
does not require one versus the other.

The SDST recommends that MODIS browse products be:

• Spatially sub-sampled,

• Spectrally sub-sampled (i.e., choose 3 appropriate bands),

• Compressed (to reduce storage requirements).
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3.2.4 Expedited Data

The MODIS SDP S/W will create expedited data products for use during field
campaigns and other high-priority processing events.  MODIS Expedited data are
flagged by the instrument and embedded in the MODIS instrument data stream.  The
data are expected to consist of partial orbits which cover the areas required for field
campaign investigations or rapid monitoring of phenomena.

The expedited product will contain an integral number of full scan cubes and an
Expedited identification in the Data Product Header.  If expedited L1B, L2, and L3
products are required, the SDST will make every effort to use the same software used
for the standard products for expedited processing.

Expedited Products will be identified in two ways:

1.  Expedited Flag in Instrument Telemetry is set to on - Only fractions of orbits will
contain this flag.   The Expedited Flag will be scheduled to be set to on, resulting in
sufficient time to produce Expedited product orders in the Information Management
Service. This expedited partial orbit shall be automatically processed with maximum
priority.  MCST shall be responsible for notifying the appropriate personnel in the
EOSDIS to schedule the Expidited Flag to be set on when the event has to do with
collaboration with specific STMs for real-time support of a land/sea in-situ experiment.

2.  Special real-time event creates need for Expedited data - In the case of a real-
time event such as a volcanic eruption, forest fire, or other natural or human-made
disaster, MODIS may request that previously acquired or soon-to-be-acquired data be
processed quickly, at maximum priority.  The MODIS Team will notify the appropriate
personnel in the EOSDIS to initiate Expedited processing when these events occur.

3.2.5 Special Products

At this time, there have not been any Special Products identified for MODIS that will be
archived in the DAAC.

3.2.6 Quality Assurance Products

MODIS does expect to generate Quality Assurance (QA) products that are associated
with the standard data processing.  The SDST expects that each major processing
function (L1A, L1B, L2, L3, L4) will generate at least one QA product automatically
during the execution of the Standard products.
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4. MODIS DEVELOPMENT SCHEDULES AND ORGANIZATION

The MODIS SDST and MCST development focus is on building a software system that
meets every approved requirement and is maintainable, reliable, reusable, efficient, and
operable within the SDPS.  This focus shall be satisfied by following the software
development approaches identified in this MODIS Software Management Plan and in
the MCST L1B Software Development Plan.

The MODIS science data processing software is being developed by two different
sources.  The in-house software development teams, SDST and MCST, are responsible
for the basic unpacking, geolocation, and calibration of the raw packets in the Level 0
data.  The STMs are responsible for developing their algorithms into the science
software which will produce the MODIS L2, L3, and L4 science data products from the
calibrated MODIS data.

4.1 Schedule and Milestones

The overall management of the SDST/MCST effort will be controlled through the use of
Work Breakdown Structures (WBS), which are shown in Figures 4-1 and 4-2
respectively.  All activities shown on the SDST and MCST schedules shall be traceable
back to the WBS.  The WBS shall be maintained by the SDST and MCST task
managers, respectively.

The SDST schedule for development of the MODIS SDP S/W is detailed in Figure 4-3.
The MCST schedule for development of the L1B calibration software is detailed in
Figure 4-4.  These scheduled dates are as of September 2, 1995.  The current
schedules will be maintained by the SDST and MCST Task Managers.  The MODIS
software will be delivered to EOSDIS in a series of three releases.  The purpose of each
release as defined in the TLWA is as follows:

Beta - Test migration from the MODIS TLCF to the EOSDIS environment on the Interim
release-1 (Ir-1) hardware at the GSFC DAAC.  Exercise data interfaces, exercise
program interfaces to the SDPTK, and test execution of prototype algorithms in
the operational SDPS environment.

V1 - Demonstrate all major functional capabilities and a complete operator interface,
including the generation of all needed messages using standard error and
message services.  This version shall consume realistic computational
resources, near those of V2.  This version will produce scientifically valid output
products if data from the MODIS instrument is available and implements the
algorithms described in the product ATBDs.

V2 - Launch-ready, complete, verified, and operational software system.  Formal CM
at the DAACs will be implemented with this version.



MODIS Software Management Plan SDST-002
Change Notice 2

April 26, 1996 4-2

1.0  Program Management

1.1 Planning & Scheduling
1.2 Staffing & Recruiting
1.3  Risk Management

1.3.1  Risk Management Plan
1.3.1.1  Identification
1.3.1.2  Ranking
1.3.1.3  Tracking
1.3.1.4  Mitigation

1.4 Quality Assurance
1.4.1  Level 1A
1.4.2  Geolocation
1.4.3  Level 1B
1.4.4  Utilities
1.4.5  ST&I

1.5 Configuration Control
1.5.1  Version control
1.5.2  Status Accounting
1.5.3  Change Management
1.5.4  Configuration Identification

1.5.4.1  MODIS SDP S/W Beta Release
1.5.4.2  MODIS SDP S/W Version 1
1.5.4.3  MODIS SDP S/W Version 2

1.6  Technical Management
1.6.1  Interface documentation

1.6.1.1  Interface Control Document (ICD) with L1B
1.6.1.2  AT&I Interface Requirements Documents (IRDs)
1.6.1.3  EDOS File Structure Definition Document

1.6.2  Software Development Reviews
1.6.2.1  Algorithm Integration Readiness Review
1.6.2.2  MODIS SDP S/W End-to-end Readiness Review

1.6.3  Meetings
1.6.3.1  ICD development with L1B
1.6.3.2  SWAMP
1.6.3.3  Science Team meetings

1.7  World Wide Web Page Maintenance
1.8 Program Meeting Participation

1.8.1  Wednesday SDST management meeting
1.8.2  Friday SDST weekly meeting
1.8.3  MODIS Project Quarterly reviews

Figure 4-1  MODIS SDST WBS
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2.0  Level 1A/Geolocation Software

2.1  Requirements
2.1.1  Level 1A Telemetry Ingest

2.1.1.1 Beta
2.1.1.2 Version 1
2.1.1.3 Version 2

2.1.2  Geolocation
2.1.2.1 Beta
2.1.2.2 Version 1
2.1.2.3 Version 2

2.2  Design
2.2.1  Level 1A Telemetry Ingest

2.2.1.1Beta
2.2.1.2 Version 1
2.2.1.3 Version 2

2.2.2  Geolocation
2.2.2.1 Beta
2.2.2.2 Version 1
2.2.2.3 Version 2

2.3  Code
2.3.1  Level 1A Telemetry Ingest

2.3.1.1Beta
2.3.1.2 Version 1
2.3.1.3 Version 2

2.3.2  Geolocation
2.3.2.1 Beta
2.3.2.2 Version 1
2.3.2.3 Version 2

2.4  Unit Process Test
2.4.1 Level 1A Telemetry Ingest

2.4.1.1 Beta
2.4.1.2 Version 1
2.4.1.3 Version 2

2.4.2  Geolocation
2.4.2.1 Beta
2.4.2.2 Version 1
2.4.2.3 Version 2

2.5  Meetings
2.5.1 MCST software meeting
2.5.2 MCST MAT meeting
2.5.3 SDST Geolocation meeting

Figure 4-1  MODIS SDST WBS (Continued)
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3.0  Software Integration

3.1  ECS Integration
3.1.1 Requirements

3.1.1.1 Beta
3.1.1.2 Version 1
3.1.1.3 Version 2

3.1.2 Design
3.1.2.1Beta
3.1.2.2 Version 1
3.1.2.3 Version 2

3.1.3 Code
3.1.3.1Beta
3.1.3.2 Version 1
3.1.3.3 Version 2

3.1.4 Test
3.1.4.1 Beta
3.1.4.2 Version 1
3.1.4.3 Version 2

3.1.5  Meetings
3.2  Software Integration

3.2.1 Requirements
3.2.1.1 Beta

3.2.1.1.1  Level 2
3.2.1.1.2  Level 3
3.2.1.1.3  Ancillary
3.2.1.1.4  Metadata

3.2.1.2  Version 1
3.2.1.2.1  Level 2
3.2.1.2.2  Level 3
3.2.1.2.3  Ancillary
3.2.1.2.4  Metadata

3.2.1.3 Version 2
3.2.1.3.1  Level 2
3.2.1.3.2  Level 3
3.2.1.3.3  Ancillary
3.2.1.3.4  Metadata

3.2.2 Design
3.2.2.1 Beta

3.2.2.1.1  Level 2
3.2.2.1.2  Level 3
3.2.2.1.3  Ancillary
3.2.2.1.4  Metadata

Figure 4-1  MODIS SDST WBS (Continued)
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3.0  Software Integration (Continued)

3.2.2.2 Version 1
3.2.2.2.1  Level 2
3.2.2.2.2  Level 3
3.2.2.2.3  Ancillary
3.2.2.2.4  Metadata

3.2.2.3 Version 2
3.2.2.3.1  Level 2
3.2.2.3.2  Level 3
3.2.2.3.3  Ancillary
3.2.2.3.4  Metadata

3.2.3 Code/Integrate
3.2.3.1  Beta

3.2.3.1.1  Level 2
3.2.3.1.2  Level 3
3.2.3.1.3  Ancillary
3.2.3.1.4  Metadata

3.2.3.2  Version 1
3.2.3.2.1  Level 2
3.2.3.2.2  Level 3
3.2.3.2.3  Ancillary
3.2.3.2.4  Metadata

3.2.3.3 Version 2
3.2.3.3.1  Level 2
3.2.3.3.2  Level 3
3.2.3.3.3  Ancillary
3.2.3.3.4  Metadata

3.2.4 Unit/Process Test
3.2.4.1  Beta

3.2.4.1.1  Level 2
3.2.4.1.2  Level 3
3.2.4.1.3  Ancillary
3.2.4.1.4  Metadata

3.2.4.2  Version 1
3.2.4.2.1  Level 2
3.2.4.2.2  Level 3
3.2.4.2.3  Ancillary
3.2.4.2.4  Metadata

Figure 4-1  MODIS SDST WBS (Continued)
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3.0  Software Integration (Continued)

3.2.4.3 Version 2
3.2.4.3.1  Level 2
3.2.4.3.2  Level 3
3.2.4.3.3  Ancillary
3.2.4.3.4  Metadata

3.2.5  Meetings
3.2.5.1 Thursday Software Transfer Team meeting
3.2.5.2  Investigator Working Group meetings
3.2.5.3  Land Discipline Focus meetings
3.2.5.4  Oceans Discipline Focus meetings
3.2.5.5  Atmospheres Discipline Focus meetings

4.0  Simulated & Test Data Development

4.1  MODIS SDP S/W Beta Release
4.1.1  L1A
4.1.2  Geolocation
4.1.3  L1B
4.1.4  Level 2 ST&I
4.1.5  Level 3 ST&I
4.1.6  System Testing

Figure 4-1  MODIS SDST WBS (Continued)
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MCST 60
L1B Software Development

Task Description

Systems Engineering WBS Number 610
Task Description:

Function as senior member of the technical staff responsible for the software
engineering of the various MCST major software deliverables. Work with the civil
servants and the Lead Remote Sensing Scientist working on each software deliverable
to define the required software system. Establish and enforce MCST software
development and coding standards which conform to well-established and project
specific engineering methods. Retain oversight of the design and documentation of the
required software. Coordinate coding and testing activities with the MCST development
team. Coordinate and conduct software reviews. Monitor development schedules and
deliverables. Maintain responsibility for staff training and growth with respect to
software skills.

Key Milestones for This Task:
Milestone Calendar Date

• Software Requirements Review March 24, 1995

• Level 1B ATBD 1994 Release April 1995

• Preliminary Design Review June 1995

• Critical Design Review December 1995

• L1B Version 1 Delivery February 1996

• Level 1B ATBD 1995 Release October 1996

• Consent to Build Review for Version 2 October 1996

• Consent to Build Review for Version 2.1 October 1997
Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Level 1B Beta 3 Software April 28, 1995

• Level 1B Requirements Document May 1995

• MCST S/W Engineering and Coding Standards June 1995

• Level 1B Preliminary Design Document July 1995

• Level 1B Detailed Design Document January 1996

• Level 1B Version 1 Software February 1996

• Level 1B Maintenance Manual March 1996

• Level 1B Version 2 Software February 1997

• Level 1B Version 2.1 Software February 1998

• Level 1B Version 2.2 Software December 1998

• Updates to S/W Documentation 1 mo. before S/W del.

Figure 4-2  MODIS MCST WBS
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MCST 60
Level 1B Software Development

Task Description

Production Code Development WBS Number 620

Task Description:

Support development of the Level 1B design and code the Level 1B production
software. Implement production algorithms.  Comply with the MCST standard software
engineering practices. Develop reusable code which complies with MCST, SDST, and
ECS coding standards. Maintain up-to-date software development folders. Support
development and execution of test plans and procedures. Provide coding support for
both algorithm and software development utilities and tools. Provide coding support for
test data generation and evaluation.

Key Milestones for This Task:

Milestone Calendar Date

• Release of MCST S/W Engineering and Coding Standards June 1995

• Preliminary Design Review June 1995

• Critical Design Review December 1995

• Consent to Build Review for Version 2 October 1996

• Consent to Build Review for Version 2.1 October 1997

Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Level 1B Version 1 Software February 1996

• Level 1B Version 2 Software February 1997

• Level 1B Version 2.1 Software February 1998

• Level 1B Version 2.2 Software December 1998

Figure 4-2  MODIS MCST WBS (Continued)
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MCST 60
Level 1B Software Development

Task Description

Production S/W Qualification Testing WBS Number 630

Task Description:

Develop a formal production qualification test plan and test procedures for formal
qualification of the Level 1B production software, production quality assurance
software, and TLCF utilities software. Execute the test procedures for all of these
pieces of software and document the results of the testing in a qualification test report.

Key Milestones for This Task:

Milestone Calendar Date

• Complete testing for Version 1 Engineering System February 1996

• Complete testing for Version 2 Launch Ready System February 1997

• Complete testing for Version 2.1 Launch Ready/Revised System February 1998

• Complete testing for Version 2.2 Initial Operation System December 1998

Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Version 1 Qualification Test Report February 1996

• Version 2 Qualification Test Report February 1997

• Version 2.1 Qualification Test Report February 1998

• Version 2.2 Qualification Test Report December 1998

Figure 4-2  MODIS MCST WBS (Continued)
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MCST 60
Level 1B Software Development

Task Description

Production Data Quality Assurance S/W Development WBS Number 640

Task Description:

Support development of the Level 1B design and code the Level 1B production quality
assurance software. Implement production quality assurance algorithms. Comply with
the MCST standard software engineering practices. Develop reusable code which
complies with MCST, SDST, and ECS coding standards. Maintain up-to-date software
development folders. Support development and execution of test plans and
procedures. Provide coding support for both algorithm and software development
utilities and tools. Provide coding support for test data generation and evaluation.

Key Milestones for This Task:

Milestone Calendar Date

• Release of MCST S/W Engineering and Coding Standards June 1995

• Preliminary Design Review June 1995

• Critical Design Review December 1995

• Consent to Build Review for Version 2 October 1996

• Consent to Build Review for Version 2.1 October 1997

Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Level 1B Version 1 Software February 1996

• Level 1B Version 2 Software February 1997

• Level 1B Version 2.1 Software February 1998

• Level 1B Version 2.2 Software December 1998

Figure 4-2  MODIS MCST WBS (Continued)



MODIS Software Management Plan SDST-002
Change Notice 2

April 26, 1996 4-11

MCST 60
Level 1B Software Development

Task Description

Special Maneuvers and On-Orbit Test S/W Development WBS Number 650

Task Description:

Support development of the Level 1B design and code the Level 1B special maneuvers
and on-orbit test software. Implement special maneuvers and on-orbit test algorithms.
Comply with the MCST standard software engineering practices. Develop reusable
code which complies with MCST, SDST, and ECS coding standards. Maintain up-to-
date software development folders. Support development and execution of test plans
and procedures. Provide coding support for both algorithm and software development
utilities and tools. Provide coding support for test data generation and evaluation.

Key Milestones for This Task:

Milestone Calendar Date

• Release of MCST S/W Engineering and Coding Standards June 1995

• Preliminary Design Review June 1995

• Critical Design Review December 1995

• Consent to Build Review for Version 2 October 1996

• Consent to Build Review for Version 2.1 October 1997

Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Level 1B Version 1 Software February 1996

• Level 1B Version 2 Software February 1997

• Level 1B Version 2.1 Software February 1998

• Level 1B Version 2.2 Software December 1998

Figure 4-2  MODIS MCST WBS (Continued)
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MCST 60
Level 1B Software Development

Task Description

TLCF Utilities Development WBS Number 660

Task Description:

Support development of the Level 1B design and code the Level 1B TLCF utilities
software. Implement TLCF utilities algorithms. Comply with the MCST standard
software engineering practices. Develop reusable code which complies with MCST,
SDST, and ECS coding standards. Maintain up-to-date software development folders.
Support development and execution of test plans and procedures. Provide coding
support for both algorithm and software development utilities and tools. Provide coding
support for test data generation and evaluation.

Key Milestones for This Task:

Milestone Calendar Date

• Release of MCST S/W Engineering and Coding Standards June 1995

• Preliminary Design Review June 1995

• Critical Design Review December 1995

• Consent to Build Review for Version 2 October 1996

• Consent to Build Review for Version 2.1 October 1997

Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Level 1B Version 1 Software February 1996

• Level 1B Version 2 Software February 1997

• Level 1B Version 2.1 Software February 1998

• Level 1B Version 2.2 Software December 1998

Figure 4-2  MODIS MCST WBS (Continued)
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MCST 60
Level 1B Software Development

Task Description

Independent S/W Verification WBS Number 670

Task Description:

Support development of a test plan and test procedures for verification of the Level 1B
production software, production quality assurance software, special maneuvers and
testing software and TLCF utilities software. Execute the test procedures for all of
these pieces of software and document the results of the testing in a test report.

Key Milestones for This Task:

Milestone Calendar Date

• Complete testing for Version 1 Engineering System February 1996

• Complete testing for Version 2 Launch Ready System February 1997

• Complete testing for Version 2.1 Launch Ready/Revised System February 1998

• Complete testing for Version 2.2 Initial Operation System December 1998

Key Products and Deliverables for This Task:

Deliverable Calendar Date

• Level 1B Formal Verification Test Plan January 1996

• Version 1 Qualification Test Report February 1996

• Version 2 Verification Test Report February 1997

• Version 2.1 Verification Test Report February 1998

• Version 2.2 Verification Test Report December 1998

Figure 4-2  MODIS MCST WBS (Continued)
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(Insert Schedule)

Figure 4-3  MODIS SDST Development Schedule
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(Insert Schedule)

Figure 4-3  MODIS SDST Development Schedule (Continued)
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(Insert Schedule)

Figure 4-4  MODIS MCST Development Schedule
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4.1.1 Science Data Production Toolkit Schedule Dependencies

The ability of the SDST and the STMs to use the SDPTK and deliver software on
schedule depends upon timely availability of the SDPTK.  The SDST has identified the
following schedule dependencies of the MODIS software on the development of the
MODIS toolkit.

• Prototype versions of critical SDPTK functions, ten months prior to MODIS Beta
delivery.  Version 4, which satisfies this requirement, was released on 3/17/95.

• Beta SDPTK with documentation describing it, six  months prior to MODIS Beta
delivery. Version 5, which was released on 8/15/95, satisfies the schedule
dependency.

• TLCF Revised SDPTK functionality with full documentation, six months prior to
MODIS V1 delivery to the DAACs.

• TLCF Final AM SDPTK functionality with full documentation, six months prior to
MODIS V2 delivery to the DAACs.

Should the SDPTK deliveries slip, the MODIS delivery schedule may be affected or the
toolkit routines may not be incorporated in the delivered software.

4.2 MODIS Roles and Responsibilities

The MODIS team is a diverse collection of GSFC Civil Servants, scientific researchers,
and contractors united in the common goal of developing the MODIS SDP S/W system.
By the time the V2 (launch ready) release is fielded at the EDC, GSFC, and NSIDC
DAACs, the system will be capable of producing more than forty different science data
products with an output data rate of over 500 Gbytes/day.  The parent documents that
organize this effort are the TLWA and ATBDs for each product.  The discussion of roles
and responsibilities provided below is organized to identify who carries out the activities
identified in the TLWA.

The organization of MODIS team is show in Figure 4-5.  MODIS represents one of five
instruments that make up the EOS AM-1 platform.  The EOS AM-1 platform is one of a
host of earth science satellites supported by the ECS infrastructure.  Other platforms
relying on ECS include EOS PM-1, EOS AM-2, EOS PM-2, and CHEM.  The technical
teams supporting the MODIS SDST Manager and the MODIS MCST Manager are
further elaborated in Figures 4-6 and 4-7.  The MODIS organization follows the
traditional hierarchical structure.  At any given level, policy decisions and approval
authority rest with the next higher level, while implementation details are handled at the
next lower level.

Each of the Science Discipline Leads is responsible to the MODIS Science Team
Leader for reporting on the overall progress of their discipline in completing the
implementation of their science algorithms.  This includes holding frequent schedule
and budget reviews with the science team members and the SDST Manager; periodic
participation in science team review boards on topics of special interest such as science
test data development; and acting as the focal point within the discipline to ensure that
technical issues such as gridding are resolved in a timely fashion.
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EOS AM-1 Inst. Sys. Manager
GSFC/Code 421
Richard Weber

Science Team Leader
GSFC/Code 920

Dr. Vince Salomonson

Atmosphere 
Discipline Lead
Dr. Y. Kaufman

Oceans 
Discipline Lead

Dr. Wayne Esais

Land 
Discipline Lead

Dr. Chris Justice

ESDIS Project MODIS Mgr.
GSFC/Code 505
Stanley Scott

MODIS SDST Mgr.
GSFC/920

Edward Masuoka

MODIS MCST Mgr.
GSFC/920

Dr. Bruce Guenther

Land Principal 
Investigators

Dr. Alfredo Huete
Dr. Jan-Peter Muller
Dr. Steve Running
Dr. Alan Strahler
Dr. Zhengming Wan

Oceans Principal 
Investigators

Dr. Robert Evans
Dr. Mark Abott
Dr. Ian Barton
Dr. Otis Brown
Dr. Kendall Carter
Dr. Dennis Clark
Dr. Howard Grodon
Dr. Frank Hoge
Dr. John Parslow

Atmosphere 
Principal 

Investigators

Dr. Michael King
Dr. Paul Menzel
Dr. Didier Tanre

SDST Dep. Mgr.
GSFC/920

Catherine Harnden

System Engineer
GSFC/920

Barbara Putney

SDST Task Manager 
SAIC/GSC
Tom Piper

ECS Liason
CSC

Larry Fishtahler

Land Team Analyst
HAIS

Robert Wolfe

Data System Analyst
Univ. of MD

Dr. Albert Fleig

MCST TeamScientist
GSFC/Code 925
Dr. John Barker

MCST Task Manager
SAIC/GSC

Dr. Richard Barbieri

MCST Calibration 
Scientist

Dr. Gerry Godden

Calibration 
Discipline Lead

Dr. P. Slater

Calibration 
Principal 

Investigators

Dr. William Barnes

Figure 4-5  MODIS Organizational Relationships
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Level 1A
Lead

Keith Degnan
(GSC)

Geolocation
Lead

Fred Patt
(GSC)

Programmer
Timi Adelekan

(GSC)

Programmer
Tracey Holmes

(GSC)

Test Engineering
Lead

Paul Dunn
(GSC)

Simulation
Lead

Jack Schols
(GSC)

Programmer
Kai Yang

(GSC)

Programmer
Vacant
(GSC)

Test Engineer
Tung-Phong Tran-Luu

(GSC)

Test Engineer
Subrotesh Bhattacharya

(GSC)

Atmospheres S/W
Lead

Rich Hucek
(RDC)

Ancillary Data
Science S/W Documents

Jim Firestone
(GSC)

Science S/W Transfer Group (SSTG)
Lead

Jim Firestone
(GSC)

Programmer
Vicky Lin

(RDC)

Programmer
Baochun Ge

(GSC)

Oceans S/W
Lead

Barry Herchenroder
(GSC)

Land/Level 1B S/W
Lead

Gang Ye
(GSC)

Programmer
Xiao-Yang Ding

(RDC)

Programmer
Paul Fisher

(RDC)

Utiity S/W
Lead

Jeffrey Blanchette
(GSC)

Integration
Lead

Jennifer Davis
(GSC)

M-API 
Programmer

Qi Huang
(RDC)

Utility 
Programmer

New Hire
(GSC)

Programmer
New Hire

(GSC)

Task Manager
Tom Piper

Administrative Assistant
Mary Sherbet

(GSC)

Reliability/QA Manager
Laurie Schneider

(GSC)

Configuration Manager
Jean Wilkins

(GSC)

Tech Doc Specialist
Diana Krueger

(GSC)

Systems Analyst
Jenny Glenn

(GSC)

Figure 4-6  SDST Contractor Support
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 Every MODIS Principal Investigator (PI) is responsible for leading their team in the
effort to create the software that implements their respective algorithms.  The software
shall contain the functionality specified by the TLWA for each overall MODIS SDP S/W
release.  The PIs are responsible for specifying the contents of their science data
products, including HDF file format, metadata content, quality assurance information,
and tolerances for each parameter.  The PIs contribute information related to their
product to the MODIS Data Product Catalog, the MODIS Validation Plan, and other
documents identified by the Science Discipline leads.  They shall also participate in the
Science Working Group of the EOS AM Project (SWAMP), which covers issues related
to MODIS Standard Data Products.  Each PI shall be prepared to provide schedule and
budget reviews of actual progress versus planned progress on at least a quarterly basis
to the Science Discipline Leads and the MODIS Science Team Leader.  Each PI shall
update their planned software delivery dates to the SDST and provide the SDST
Manager with a quarterly update of software delivery plans.  The plan should cover all
expected software deliveries for the next six months.

The MODIS SDST Manager is a GSFC civil servant in Code 920.  This individual is
responsible for leading the SDST in integrating the STM-supplied data production
software at the TLCF, migrating the release to the DAACs, and conducting
integration/operational readiness testing in preparation for releasing the system into
production.  The SDST Manager writes the MODIS Software Management and Data
Management Plans as specified in the TLWA, provides schedule and budget reviews of
actual progress versus planned progress on a quarterly basis to the EOS AM Project,
participates in science team meetings as they occur, and oversees the activities of the
SDST contractor tasks.

The MODIS MCST Manager is a GSFC civil servant in Code 920.  This individual is
responsible for leading the MCST in developing and maintaining the Science Team’s
calibration plan for the MODIS instrument and developing the software to produce the
Level 1B science data product.  The MCST Manager provides schedule and budget
reviews of actual progress versus planned progress on a quarterly basis to the EOS AM
Project, participates in science team meetings as they occur, and oversees the activities
of the MCST contractor tasks.

The MODIS Software Management Plan provides a detailed breakdown of the roles and
responsibilities of the MODIS Team.  Table 4-1 identifies the relationship between the
roles and responsibility for approving, maintaining, or implementing each section of this
plan.
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Table 4-1   Relationship Between MODIS Software Management Plan
and MODIS Roles

Position Responsibilities Organization

SDST Manager Approve: Figure 4-1 and
Sections  4.1, 4.3, 5.2, 7

GSFC Code 920

SDST Deputy Manager Review:  Sections 5.2, 7 GSFC Code 920

MCST Manager Approve: Figure 4-2 and
Sections 4.1, 4.4, 5.3, 7

GSFC Code 920

SDST Task Manager Maintain:  Figure 4-1 and
Sections 4.1, 4.3, 5.2

SAIC/GSC

MCST Task Manager Maintain:  Figure 4-2 and
Sections 4.1, 4.4, 5.3

SAIC/GSC

SDST System Analyst Review: Section 5.2 SAIC/GSC

MCST System Analyst Review: Section 5.3 SAIC/GSC

SDST R&QA Manager Implement:  Sections 5.1, 7,
8, 9, 9.1

SAIC/GSC

SDST CMO Implement:  Sections
5.5.1.1, 5.5.2, 7

SAIC/GSC

SDST Test Lead Implement:  Section 6.1 SAIC/GSC

SDST Developers Implement:  Section 5 (as
applicable)

SAIC/GSC

Science Team Member Implement:  Sections 2.5,
2.6, 6.3 and Figure 5-3

Universities/
Federal Agencies

SDST STIG Lead Implement:  Section 5.5 SAIC/GSC

SDST Utilities Lead Implement:  Sections 2.7,
2.9, 5.2, and Figure 5-2

SAIC/GSC

SDST Integration Lead Implement:  Sections 2.2,
5.2, and Figure 5-1

SAIC/GSC

SDST L1A Lead Analyst Implement:  Sections 2.2,
5.2, and Figure 5-1

SAIC/GSC

SDST Geolocation Lead
Analyst

Implement:  Sections 2.2,
5.2, and Figure 5-1

SAIC/GSC

MCST members of contract Implement:  Sections 2.3,
2.8
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5. MODIS SCIENCE DATA PRODUCTION SOFTWARE DEVELOPMENT
APPROACH

The code created by the SDST shall use a waterfall model as the software development
approach, as discussed in Section 5.2.  The MCST code is developed using rapid
prototyping and spiral development.  Section 5.3 identifies the life cycle process
employed for the MCST software development.  Software embodying the scientific
algorithms will follow an evolutionary delivery model, as discussed in Section 5.4.  The
L1B test generation data software is treated as STM-developed code and shall also
follow the evolutionary delivery model.  The one difference is that the software is never
integrated into the released SDP S/W system.  Section 5.5 discusses the life cycle
process for the software integration into the shell.

5.1 Approach to Satisfying EOSDIS Software Development Standards

The SDST and STMs will develop the MODIS SDP S/W, executing in the SDPS
operational environment, to be compliant with the ESDIS-approved Software
Development Standards.  To meet this compliance requirement, the SDST has
developed a MODIS Software Development Standards and Guidelines Document that
shall be followed by all MODIS software developers.  The SDST Reliability and QA
Manager (R&QA) is responsible for verifying that these standards are followed.

5.2 SDST Produced Software Life Cycle

The SDST is developing three major software elements: the L1A/Geolocation
processing software, the M-API utility software, and the MODIS processing shell
software.  The waterfall model was chosen as the management approach for these
software elements because each step in the cycle is marked by specific documentation
and review milestones that must be met before proceeding.  The waterfall life cycle
software process, shown in Figures 5-1 and 5-2, consists of the following major phases:

• Requirements Analysis

• Preliminary Design

• Detailed Design

• Code and Unit Test

• Build Test

• Software Release

Figures 5-1 and 5-2 serve to tailor the general descriptions of the waterfall life cycle to
the specific needs of a given software element.

5.2.1 Requirements Analysis

5.2.1.1 Requirements Synthesis Process

The SDST shall gather information about the L1A/Geolocation, the M-API utility, and the
MODIS processing shell requirements through inquiry with the MODIS SDST  and
science team members and synthesize these inputs into a list of requirements and
design assumptions.  Once collected, structured analysis is employed as the primary
methodology for analyzing the requirements.
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5.2.1.2 Structured Analysis

The MODIS SDST has chosen the structured analysis methodology described in
Structured Analysis and System Specification document, by Tom Demarco, Yourdon
Press, 1979.  The output of the structured analysis process is a structured specification.
The structured specification is graphical and hierarchical in nature.  The specification
represents different layers of abstraction with the top layer illustrated by the context
diagram.  This specification consists of an integrated set of data flows, data dictionary
definitions, control flows, and transform descriptions that model the MODIS data
processing.  This model is a top-down partitioned representation of the logical functions
of the system, and is easily modified and maintained.  The graphic nature of the model
lends itself to analysis of the overall design and to identification of problems and
inconsistencies in the baseline requirements.

5.2.1.3 CASE Tool Usage

The SDST is using Cadre’s Teamwork suite of CASE tools to support the requirements
analysis process and to generate products directly from the Teamwork Structured
Analysis with Real Time (SA/RT) extensions tool.  Teamwork automates the generation
of the structured specification and supports Tom Demarco's methodology using a
variety of Data Flow Diagram (DFD) checks.  In addition to structured analysis tools,
Cadre's requirements traceability tool is employed to support the allocation of prime and
derived requirements to processes represented using Teamwork SA.

5.2.1.4 Software Requirements Review

For each SDST-supplied element of software (L1A, Geolocation, M-API, and shell) a
Software Requirements Review (SRR) will be held after the Draft Requirements
Document has been prepared and reviewed by the MODIS STMs, the ESDIS Project
and other interested parties.  The SRRs provide the user community the opportunity to
comment in an open forum on the results of the requirements analysis.  The SDST will
review the comments from the SRR attendees and incorporate necessary changes into
the requirements documents.  The MODIS SDST/MCST Configuration Control Board
(CCB) will approve the functional baseline that will serve as the basis for all future
software element development activities.  This approval serves as the exit criteria for
this phase of the development life cycle.

5.2.2 Preliminary Design

For each major element of software as indicated in Figures 5-1 and 5-2, the SDST will
hold a Preliminary Design Review (PDR) after the Software Design Document (SDD)
has been prepared and reviewed by the MODIS STMs, the ESDIS Project and other
interested parties.  The following topics will be covered at each PDR:
• Software Design Methodology

•  Development Facilities

-  Commercial-off-the-shelf (COTS), reusable components
-  Special purpose equipment
-  Software tools

•  Partitioning of requirements
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•  Overall Architectural Design for major elements

•  Testing Approach, Requirements, Issues

The PDRs provide the user community and EOS-AM and ESDIS Projects the
opportunity to comment in an open forum on the results of the design effort.  The
MODIS SDST/MCST CCB will approve the allocated baseline in the same manner as
the functional baseline.

5.2.3 Detailed Design

For each major software element as indicated in Figures 5-1 and 5-2, the SDST will
hold a Critical Design Review (CDR) after the Detailed Design Document (DDD) has
been prepared and reviewed by the MODIS STMs, the ESDIS Project, and other
interested parties.  The following topics will be covered at each detailed design review:
• Selection and identification of modules or units within each program or library,

allocation of functional requirements to units, unit architecture (relationship among
units), and global data requirements of each program.

• Selection and identification of all interfaces required for the software element;
interface architecture (relationship among files); and the record, field, and item
characteristics of each interface.

• For each module identified as part of a program or utility library:

- Specification of inputs to and outputs from the module,

- Local data required by the module,

- Design of the internal control of the module,

- Specification of the algorithms to be used,

- Specifications of external references, especially SDPTK calls, and

- Limitations that constrain module design.

• Development of test cases.

The SDST will use a design description language such as Program Design Language
(PDL) to establish and describe the detailed design.  The SDST will document the
detailed design of each element (L1A, Geolocation. High-Level Shell, M-API Utilities) in
a detailed design version of the SDD.  The primary purpose of this document is to
provide a basis for the implementation in code of the designed modules.  During this
phase, the SDST will again update the resource utilization estimates for each of these
MODIS SDPS software processes.  The design review is the transition review from
design into coding and implementation.  The CDRs provide the MODIS Science Teams,
DAACs, ESDIS, and EOS-AM Projects the opportunity to comment in an open forum on
the results of the detailed design effort.  The MODIS SDST CCB will approve the design
baseline in the same manner as the requirements baseline.

5.2.4 CASE Tool Usage

The SDST will utilize Cadre’s Teamwork, tools, and specifically the Structured Design
(SD) and Information Modeling (IM) tools to support the design phase of the life cycle.
Structure charts shall be produced using Teamwork SD and Entity Relationship
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Diagrams with Teamwork IM.  During this phase, the SDST will continue to use the
Cadre’s Teamwork for requirements traceability.

5.2.5 Code and Unit Test Process

During the Coding and Unit Testing phase the SDST will implement detailed designs in
the selected programming languages C and FORTRAN and test the resulting units to
ensure they perform as specified in the design.  The SDST will follow through with the
approaches detailed in Table 5-1 to ensure that the software is implemented with the
listed quality attributes.

5.2.6 Process Test

The responsible SDST software development team will perform Process Testing on the
software once the Code and Unit Testing phase has been completed. Process Testing
checks the first level integration of the individual software modules into a complete
functioning subsystem capable of meeting the requirements and design specified in the
review process of the MODIS Data Processing System.  The details of the Process Test
approach for the Beta timeframe are documented in the MODIS Software Test Plan.
Future updates of the Software Test Plan shall refine the approaches as required.

5.2.7 Software Release

At the end of process testing for each process the software element is turned over to
the SDST Instrument and Test (I&T) team as described in Section 5.5.

5.3 MCST Produced Software Life Cycle

The MCST is developing the L1B processing software.  Rapid prototyping has been
chosen to support development of the MCST software.  The full details of the MCST
produced software life cycle are provided in the MCST L1B Software Management Plan.

5.4 Science Team Developed Software Life Cycle

The MODIS STMs are responsible for the design, implementation, generation of
science test data and lifetime evolution, maintenance and update of the MODIS L2
through L4 science software. The source code and documentation for every version of
every science algorithm will be provided to the MODIS SDST SSTG.  The TMs and the
SDST will work with the Algorithm Support Teams in the DAACs to maintain an
operational MODIS processing system.  The responsibility for delivering L2, L3, and L4
software that will operate correctly in the ECS is a shared responsibility between the
SDST and the MODIS STMs. The SDST will develop the production system software
test plan with input and extensive review by the STMs.  MODIS STMs are responsible
for the accuracy of the data products generated by their algorithms.  Achievement of
scientifically accurate products delivered in a timely fashion must be a collaborative
effort involving the TMs, the SDST, and the ESDIS Project.
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Table 5-1  SDST Approach to Designing for Quality Software

Quality Attribute SDST Design Approach
Reliability •  Perform design walk-throughs of modules

•  Develop tests during design phase (V1 and V2 activity)
•  Design modules with error handling and fallback routines

Efficiency •  Minimize redundant I/O from slow storage devices
•  Employ compiler optimization after debugging
•  Employ run time analysis to identify and improve sections of code

with high Central Processing Unit (CPU) utilization
Portability •  Use SDPTK wherever possible

•  Minimize module coupling (minimizing the connections between
modules)

     - local connections (parameter lists instead of global    
databases)

     - narrow connections (few connections between modules)
     - use direct and obvious connections
•  Maximize cohesion of each module (achieve functional and

sequential cohesion where possible)
•  Adhere to ESDIS software standards which include appropriate

ANSI and POSIX standards
Reusability

(Version 1/
Version 2)

•  Identify areas for reuse early
•  Develop routines with several layers of data abstraction
•  Encapsulate routines with their data structures
•  Minimize module size
•  Minimize module coupling
•  Maximize cohesion of each module

Operability •  Use SDPTK message and error handling functions
•  Develop operations manuals during design phase to identify

potential operations pitfalls (V1 and V2 activities)
•  Incorporate feedback from DAAC operations staff regarding

features to be added or changed in the MODIS software to
enhance operability

Maintainability •  Minimize module size
•  Minimize duplication of code
•  Minimize module coupling
•  Maximize cohesion of each module
•  Use reviewers’ comments and walk-throughs to examine

documentation and readability of the code
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Figure 5-3 illustrates the Life Cycle Process used for the STM-Developed Science
Algorithm Software.  From the standpoint of the SSTG, this life cycle describes the
evolutionary delivery model.

Scripts  are executed;
STM examines output

data products

ATBD completes
peer review

Chris Justice,
GSFC

(Review)

Atmospheres
Software

STM develops/refines science
software to implement the algorithm

Software delivered to appropriate
software integration team
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Software

Oceans
Software

Bob Evans,
Univ. of Miami

(Review)
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Software is integrated into 
shell/scripts

SDST 
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Figure 5-3  System Integration Process for STM-Developed Software
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5.4.1 Science Team Member Algorithm Development

The MODIS Science Team Leader and TMs are developing their algorithm software at
the TLCF and SCFs.  The key elements of the algorithm development process used by
the MODIS Science Team include:

• Use of ATBD

• Peer Review Process

• MODIS Science Team Meetings

• Science Team Software Development Training

MODIS TMs are responsible for developing the code for their own algorithms.  The life
cycle methodology for STM-supplied software is shown in Figure 5-3.

5.4.1.1 Algorithm Theoretical Basis Document

The scientific basis for and descriptions of each algorithm used in the MODIS science
software are provided in the MODIS ATBDs.  The ATBDs also represent an abstraction
of the algorithm's requirements and preliminary design.  Where applicable, the ATBDs
will discuss the use of heritage algorithms and/or code from heritage instruments.  The
first delivery of the ATBDs occurred in the third quarter of 1993.  The Science Team will
update ATBDs as necessary.

Throughout the algorithm development process, the SDST will work with the Science
Team to reach a mutual understanding of the processing requirements of the science
algorithms.  The SDST will use the ATBDs to gain insight into the details of input data
sets, product formats, algorithm processing, algorithm dependencies, and I/O.  The
SDST will determine, in part,  the scope and content of the utility libraries based on an
analysis of the ATBDs.

5.4.1.2 Peer Review Process

The MODIS Science Team is using a Peer Review Process as the primary review
mechanism for the MODIS Science Algorithms.  The ATBDs described above are the
primary documents reviewed during this process.

5.4.1.3 MODIS Science Team Meetings

The MODIS Science Team holds semi-annual meetings for the purpose of discussing
MODIS science and reviewing software development progress.  The MODIS Team
Leader chairs the meeting and monitors the progress of each of the MODIS science
disciplines: Land, Atmospheres, and Oceans.  The science team meetings also provide
an opportunity for the SDST to discuss software development issues that affect the
Science Team.
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5.5 Software Integration Life Cycle Process

5.5.1 Science Software Delivery and Build Process in Team Leader Computing Facility

Once the SDST/MCST developers and STMs have developed a version of their
software they deliver it to the SDST SSTG at the TLCF.  The SSTG checks the delivery
for completeness, verifies compliance with the EOS software standards, and builds the
software.  The process of accepting the delivery is detailed in Appendix B, SDST SSTG
Code Acceptance Process.  Once the code is accepted, MODIS processing shell
software shall be created to integrate all delivered software into scripts that shall run in
the DAACs.

5.5.1.1 Software Delivery

The SDST will accept software deliveries either electronically or via tape media sent to
the SDST Configuration Management Officer (CMO).  The SDST has created a set of
accounts for the purpose of delivering software to the TLCF via the Internet.  The SDST
will use a directory structure consistent with the structure of the higher level processing
software so that each algorithm will have a separate delivery directory associated with
it.

The STMs will deliver a software package for each major version (Beta, V1, & V2).  The
delivery package includes:
• source code, installation instructions and build file ("make" file);

• operating instructions and user’s guide;

• input and output data sets which test selected paths of the code;

• test drivers which run the code with the input test data, compare the results with
corresponding output data sets, and flag any inconsistencies (V1 and V2);

• packing list of delivered files and their formats;

• list of MODIS channels used; and

• updated list of required inputs including dependencies on other EOS products and
ancillary data sets.

• list of tests of software performed at the SCFs.

MODIS will use the following steps in this software delivery process:
1. STM sends SDST's CMO a mail message indicating that a new delivery is in the

delivery directory or tape medium is in route (courier, mail, etc.).

2. SDST CMO receives delivery either in delivery directory or on tape medium.

3. SDST CMO checks delivery package for completeness and sends STM receipt of
delivery.  Missing elements from the package, if any, are detailed in the receipt.

4. STM iterates with the SDST until the package is complete.  SDST provides
assistance to the TM, if needed.

5. SDST CMO backs-up the code once the delivery is complete and accepted.  The
CMO sends a message to the STM and SSTG lead announcing the code is
acceptable.  The SSTG lead is now able to move the backup copy to the SSTG
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directory. The delivery directory is empty and ready for new deliveries of that
algorithm.

5.5.1.2 Delivery Verification Process

The SDST will run the Science Software through the ESDIS-approved standards
checkers (FORCHECK, PR:QA C, and PR:QA FORTRAN).  This check alerts the SDST
of specific software changes required to the algorithms to make the software compliant
with the EOS Project Software Standards.  The SDST will work closely with the STM in
bringing his or her software into compliance.  [NOTE: Changes for standards
compliance will in no way affect the scientific validity of the algorithm.]   The SDST will
note deviations from software recommendations and will determine on a case-by-case
basis if software changes are needed to improve the quality of the software.  In a
situation where the software conflicts with a mandatory ESDIS standard, the SDST shall
work with the STM to determine if the standard may be met in the time available before
the upcoming release.  Where this is not possible, the SDST will submit a waiver
request to the appropriate committee.  This has been the case for the Beta Release of
the SDP S/W where a significant portion of the supplied algorithms are implemented in
heritage code using unsupported languages such as MCIDAS, MICE, and RATFOR.

5.5.1.3 Software Build Check

The SDST will perform a test build of the software that has been delivered by the STMs.
This build process includes the compilation and linking of all modules required for the
software to execute.  If the build procedure (“make” file) delivered by the TM does not
execute properly, the SDST will work with the TM to determine if additional files need to
be delivered or the make file must be changed.

5.5.2 Integration of Science Team Member Software

The SDST will integrate the STM code into MODIS processing shells.  This integration
step will port the code but will not alter the results produced by the TMs science
algorithm.

Optimization of SDPS Resource Utilization - The SDST will identify ways to optimize
the use of SDPS resources for improved production throughput using the following
methods:
• CPU Utilization - The SDST will analyze the code with COTS tools that measure the

percentage of time spent in each portion of the algorithm software.  Where possible,
modules requiring the most CPU time will be optimized by the developer to reduce
the total CPU required.

• I/O Utilization - The SDST will maximize the I/O bandwidth by making use of
asynchronous I/O features in the operating system to overlap CPU processing with
I/O operations (assuming the SDPTK provides a mechanism to support this).  I/O
blocking will be considered in improving I/O performance.

• Memory Utilization - When necessary, the SDST will use the available memory to
reduce the number of I/O operations required for software execution.
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No code changes will be made to the TM-supplied code by the SDST without the TM’s
explicit agreement.  If changes are made to explore the possibilities of optimizing
execution, the TM will be responsible for validating in the SCF that the implementation
of the algorithm has not been compromised.

Version Control During Integration - It will be necessary for the SDST and the TMs to
closely coordinate their efforts during the porting and integration phases.  To avoid
having two different groups making conflicting changes to the same parts of the code,
the current version will be updated as necessary by the SDST;  the updated version will
be passed back to the TM for the next round of changes.  This process will work
effectively since the SDST will focus on the environment integration modules and the
TM will concentrate on the scientific aspects.  The result of this process will be
scientifically correct, quality production software that efficiently operates in the SDPS
environment.  The SDST will maintain the "current" version of the software, along with
prior versions, in its CM System.

5.6 Software Delivery to Science Data Production Segment Approach

The SDST is responsible for delivering the MODIS SDP S/W to the SDPS for final test
in each DAAC.  The software will already be integrated into the SDPS environment to a
large extent in the TLCF, since the TLCF will contain as close to a clone of the SDPS as
is feasible.  After the SDP S/W is delivered to each DAAC, final integration will be
performed by the SDST and DAAC staffs jointly.  The delivery process is illustrated in
Figure 5-4.

The SDST will provide a delivery package to the DAACs containing the information
identified below:
• Packing List;

• Design Specification - procedural breakdown from preliminary design, structure
charts and PDL (for L1A, L1B, geolocation, processing shell, M-API, and STM
software, where available);

• Source Code with Build (“make”) files and instructions;

• Production Scripts - the script files used operationally;

• DAAC Interface Specification - detailing the SDPS interfaces used;

• Final TLCF/SDPS Integration Notes - a list of specific areas requiring integration in
the Operational SDPS environment based on the integration performed in the
TLCF's version of the SDPS;

• Operations Concept Documentation - operations concept for the algorithms including
QA, auxiliary data ingest process, and data & algorithm dependencies;

• Resource Utilization - estimates of required CPU, memory, I/O, and disk resources
based on the integration in the TLCF's SDPS environment.  A scaling factor will be
provided with the estimates if the DAAC SDPS has a different processing system
than the TLCF testbed (i.e., DAAC SDPS has more CPUs in a processing system
than TLCF);

• Test Cases - procedures for test execution, pass/fail criteria and tolerances, and test
data files.
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Science Software
Delivery

• Delivery Form
• Production Script
• PGE/QA source code
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• Test data, procedures and results
• User’s Guide with resource estimates

from MODIS

DAAC SSI&T Staff
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rebuilds software in
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Working
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Figure 5-4  SDP S/W Delivery and I&T Scenario for Minor Changes after Launch
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The SDST will control all versions of the software, including script files, used in the
SDPS at each DAAC.  Any changes required in order to operate the software in the
SDPS shall be made only by the SDST.  This ensures control of the software by a
single development team.

The software changes delivered after launch will require a quick turnaround by the
SDPS I&T staff to incorporate them into the SDPS as shown in Figure 5-4.  After
launch, the SDST expects a turn-around time in the SDPS of three to five working days
for minor changes such as correction to a script used to read out the Status Message
Facility (SMF) log or the correction of a formula in the science software.  The turn-
around time for a major change (such as extensive changes to science software) shall
be determined on a case-by-case basis.  The SDST understands that during the pre-
launch integration phases, the I&T period in the SDPS will be longer, as defined by the
SDPS I&T staff.

The approach to delivering and updating the MODIS SDP S/W to each DAAC is
specified in the appropriate edition of the SSI&T Procedures.  The information provided
in figure 5-4 is a summary; in the event of a conflict, the SSI&T Procedures for the
MODIS Instrument at the GSFC DAAC, the SSI&T Procedures for the MODIS
Instrument at the EDC DAAC, and the SSI&T Procedures for the MODIS Instrument at
the NSIDC DAAC are the controlling documents.

5.7 Post Launch Software Maintenance

There will be many updates and refinements of all levels of software after launch.  In the
post-launch era, the SDST will support science software updates.  The L1A algorithm
will require adjustment to accommodate any unforeseen anomalies in the Level 0 data
and any changes in geolocation inputs.  The calibration algorithms and coefficients are
expected to change as soon as on-orbit MODIS data are available for evaluation and
comparison of various calibration alternatives.  Refinements are expected in much of
the science software when this software is run using actual instrument data.  A period of
intense software activity is expected following launch, involving interaction among all
members of the MODIS team.

During this period, the SDST will use the same software development methods as those
described for the pre-launch phase.  The SDST will measure the reliability of the
operational software and use this data, along with the volume of changes,  to determine
whether modules should be redeveloped or simply patched when a modification is
required.
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6. SCIENCE DATA PROCESSING VERIFICATION AND VALIDATION

The SDST will verify the SDP S/W using both STM-developed tests and SDST-
developed tests.

6.1 MODIS Test Approach

The MODIS Test Approach will be described in a separate document, entitled the
MODIS Beta Version Software Test Plan.  A new test plan shall be issued for each
subsequent version (i.e., Version 1 and Version 2).  For the purpose of completeness,
the key points of that approach are included in this document.  The SDST will include as
part of its organization an independent test team.  This team will be ultimately
responsible for the verification of all MODIS software.

• Unit Testing - Performed during the Code and Unit Testing Phase of software
development by the code developer.  These tests verify that each module
meets its requirements and operates properly.   “Geolocate a granule” is an
example of a unit.

• Process Testing - Performed during subsystem for each software build (Beta,
V1, & V2) by the developers.  A “collection of units that executes a specific
function with a specific output.”  The L1A software subsystem or the L2
MOD_PR09 software are examples of processes.

• Process Acceptance Testing - Performed at the completion of the subsystem by
the SSTG.  This group focuses on requirements-based tests and measures the
reliability of the software.

• Thread Testing - Performed by the Independent Software Test Team to verify
the correct functioning and performance of the integrated processes,
processing shells, and application programming interfaces in accordance with
all applicable interface specification documents.

• System Testing - Performed by the Independent Software Test Team.  Prior to
launch, the SDST will work with the STMs to check out the piece-wise complete
system from receipt of Level 0 data through L1A and 1B processing, including
calibration and the generation of all standard L2, L3, and L4 products.

 

6.2 Science Data Processing Software Validation

The SDPS S/W validation is the responsibility of the MODIS Team Leader and the
STMs.  The validation process will be described in the MODIS Validation Plan.
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6.3 Data Product Quality Monitoring During Operations

The MODIS Science Team, supported by the MCST and SDST, is responsible for
monitoring the quality of MODIS products produced in the SDPS.  The MODIS team will
perform the day-to-day quality monitoring function in the TLCF and/or SCFs.  As
described in the MODIS Operations Concept Document, MODIS plans to develop
automated quality assurance modules and executables that are executed as part of the
standard processing performed on the SDPS.  The MODIS software will place quality
indicators and flags in the product metadata and, where applicable, product headers.  In
addition to quality flags, the software will generate operator alarms and alerts for critical
messages.

Further details of the MODIS Data Processing operational scenarios are described in
the MODIS Operations Concept Document.
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7. CONFIGURATION MANAGEMENT APPROACH

The CM process serves to ensure that a baselined, controlled environment exists for all
documentation and software produced and/or integrated by the SDST and the MCST.
The software elements that comprise the SDPS shall be managed as Computer
Software Configuration Items (CSCIs).  The SDST-created CSCIs include the L1A
software subsystem, the Geolocation software subsystem, the MODIS processing
shells, and the M-API utility subsystem.  The STM-supplied software shall also be
treated as CSCIs.  The definition of the STM-supplied software CSCIs will be based
upon the delivery package received by the SSTG.  A fully integrated system such as the
Oceans Discipline code from the University of Miami will be an CSCI, as will a Land
Discipline L3 process delivered by the University of Montana. The person
organizationally responsible for implementing the CM process is the SDST CMO.  The
details of the SDST's CM approach are documented in the MODIS CM Plan.  The
following sections summarize the key points of the process.

7.1 Change Control Process

Figure 7-1 illustrates the Change Control Process the CMO will use to control the
baselined MODIS requirements, documents, and SDP S/W.

7.2 Configuration Control Board

The MODIS SDST CCB is chaired by Mr. Edward Masuoka, the MODIS SDST
Manager.  Standing members of the CCB include representation from the SDST R&QA
team, the ESDIS Project, MCST, and the MODIS Science Team.  The CCB will meet
whenever a Configuration Change Request  (CCR) is submitted by a user or developer
of the system to the SDST CMO. The possible dispositions of a CCR are approved,
disapproved, or tabled pending specific additional information from the submittor.

7.3 Software Configuration Management

The SDST will use a three-layer approach that results in separate areas (directory
trees) for:
1. Developer Software

2. Test Software

3. Operational Software

Atria’s ClearCase CM tool package will be used to support the version control and
building of the MODIS software in the TLCF at the EOSDIS. The SDST CMO will
develop all necessary CM policies and procedures to control the MODIS software, with
input from and review by the SDST Manager, MCST Manager, and the SDST R&QA
Manager.
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Figure 7-1  MODIS Change Control Process
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8. QUALITY ASSURANCE APPROACH

The MODIS R&QA process serves to ensure that the MODIS SDP S/W meets its
approved requirements.  The person organizationally responsible for implementing the
R&QA process is the SDST R&QA Manager.  The R&QA Manager will utilize both
ESDIS Project and MODIS standards to measure and ensure standards compliance in
all documents and software created by the SDST and the MCST.  The details of the
SDST's QA approach shall be documented fully in the MODIS SDST Software Quality
Management Plan.

Some of the methods the R&QA Team will use to perform its function include:

• Attend and actively participate in a sampling of design and code walk-throughs.

• Trace requirements through design and code to test.

• Use checklists for product and process evaluations.

• Audit software development records for requirements compliance.

• Participate in the MODIS CCB.

• Participate in the MODIS Risk Management Board.

• Evaluate all MODIS documents against relevant standards.
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9. RISK MANAGEMENT APPROACH

Software Risk Management is a discipline whose objectives are to identify, address,
and eliminate software risk items before they become either threats to successful
software operation or major sources of software rework (Software Risk Management
document, by Barry Boehm).

Evolving user requirements as well as advances in state-of-the-art hardware and
software increase risk over the development life cycle.  Prototyping alternate solutions
and design approaches aid in recognizing these inherent risks and minimizing cost and
schedule impacts on the system.  The design approach can be optimized to select the
most effective and least risky method for implementing each capability.  There are
proven techniques such as structured design and development methodologies and
performance metrics analysis which effectively convert user requirements into a quality
system with minimal technical and schedule risk.  The use of such approaches will be
considered, as appropriate, during the development process.  SDST will aggressively
manage risks during the entire development life cycle.

Although each category of risk may have a different means of assessment, the common
venue for risk management planning, and the conduit through which external resources
are obtained, if needed, will be the SDST Risk Management Board.  This board will
address all risks associated with any software delivered to the DAAC.  Three distinct
phases of Risk Management will be addressed by the Risk Management Board:

• Risk Identification - issues are raised and brought before the Board

• Risk Assessment - the Board reviews the identified risks for their impacts to the
SDST tasks, prioritizes them, and subsequently assigns the top priority items to
technical staff for investigation

• Risk Mitigation Planning - the Board will track the progress of ongoing planning for
risk identification and mitigation

The SDST Risk Management Board will be comprised of SDST Management from both
NASA and the GSC/RDC Team.  Cognizant technical personnel expert in the area of
risk under analysis can be in attendance when necessary.  The Risk Management
Board will convene throughout all life cycle phases.

A five-step process will be followed in the Risk Management Board Meetings to manage
the software risks on the SDST task. They are :

1. Identify risks and prioritize them

2. Develop a plan for resolving each of the top ten risks

3. Update the list of top risks, plans, and progress in resolving them monthly

4. Highlight risk-item status each month in the SDST status meeting and compare with
previous month’s ranking and status

5. Initiate agreed upon corrective actions and assign a technical person to accomplish
the actions.  This person updates the board on the status of activities at subsequent
meetings.
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The details of the SDST Risk Management Approach, as well as corresponding
procedures that will be followed throughout the software life cycle, are found in the
MODIS Software Quality Management Plan.

9.1 SDST/MCST Software Engineering Training

As part of risk mitigation, the SDST will implement a set of training courses in Software
Engineering to be completed by the SDST and MCST Software Development Teams
prior to the V1 SDP S/W release.  This training consists of the SAIC Common Approach
training program.  The relationship between team member roles and courses is detailed
in Figure 9-1.  This training will result in a development team that is well-versed in
software engineering methods and techniques, thus creating higher-quality software
that more consistently meets the MODIS SDP S/W requirements.

Courses

Legend:

1 = Required Course for Role

F = Full Course Recommended
for Role

O = Overview Course
Recommended for Role

Roles

Division Managers F 1 O O O F

SDST and MCST Task
Managers

F 1 F O O F F O F

SDST and MCST System
Analyst

F 1 F O O F F O F

SDST CMO F O 1 O F

SDST R&QA Manager F F F F 1 F F F F F

SDST SSTG Lead F 1 O O O F

SDST Leads and Staff F F O O O F F

SDST Test Team F O O O O F 1

SDST and MCST Managers F 1

Figure 9-1  Software Engineering Course Description and Objectives
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APPENDIX A:  ACRONYMS

ATBD Algorithm Theoretical Basis Document
CASE Computer Aided Software Engineering
CCB Configuration Control Board
CCR Configuration Change Request
CDR Critical Design Review
CM Configuration Management
CMO Configuration Management Officer
COTS Commercial Off-the-Shelf
CPU  Central Processing Unit
CSCI Computer Software Configuration Item
DAAC Distributed Active Archive Center
DDD Detailed Design Document
DFD Data Flow Diagram
DoD Department of Defense
DPS Data Production Software
ECS EOSDIS Core System
EDC Earth Resources Observation System Data Center
EDOS EOS Data and Operations System
EOS Earth Observing System
EOSDIS Earth Observing System Data and Information System
ESDIS Earth Science Data and Information System
GSFC Goddard Space Flight Center
HAIS Hughes Applied Information Systems
HDF Hierarchical Data Format
I&T Integration and Test
I/O Input/Output
ICD Interface Control Document
IM Information Modeling
Ir-1 Interim Release-1
IRD Interface Requirements Document
L1 Level 1
L1A Level 1A
L1B Level 1B
L2 Level 2
L3 Level 3
L4 Level 4
M-API MODIS-Application Programming Interface
MCST MODIS Characterization Support Team
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MODIS Moderate Resolution Imaging Spectroradiometer
MTF Modulation Transfer Function
NASA National Aeronautics and Space Administration
NCSA National Center for Supercomputing Applications
NSIDC National Snow and Ice Data Center
PDL Program Design Language
PDR Preliminary Design Review
PGE Product Generation Executive
PI Principal Investigator
PSF Point Spread Function
QA Quality Assurance
R&QA Reliability and Quality Assurance
SA/RT Structured Analysis with Real Time
SCF Science Computing Facility
SDD Software Design Document
SD Structured Design
SDP Science Data Production
SDPS Science Data Processing Segment
SDP S/W Science Data Production Software
SDPTK Science Data Production Toolkit
SDST Science Data Support Team
SMF Status Message Facility
SPSO Science Processing Support Office
SRR Software Requirements Review
SSI&T Science Software Integration and Test
SSTG Science Software Transfer Group
STM Science Team Member
SWAMP Science Working Group of the EOS AM Project
TLCF Team Leader Computing Facility
TLWA Team Leader Working Agreement
V1 Version 1
V2 Version 2
WBS Work Breakdown Structure
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APPENDIX B:  SDST SSTG CODE ACCEPTANCE PROCESS

CMO Log-in

SSTG Compile

SSTG Test Data Run

SSTG Incorporate Toolkit

SSTG Incorporate M-API
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CMO Log-in

SDST CMO receives software & test data 
from science team either electronically at 

modis-xl ftp site or via tape media.

Software retrieved by CMO 
and placed in SDST CM system.

CMO checks delivery against 
packing list.

CMO runs code through PR/QA.

CMO records LOC counts and 
updates /STIG/documents/SSD.

CMO copies code to /STIG and 
checks into RCS. 

CMO makes back-up of delivery.

CMO records receipt date on 
code turn-around status sheet

Notification of software receipt issued 
by CMO to science team.

SDST CMO notifies SSTG of 
completed delivery.

SSTG Compile
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SSTG Compile

NO

NO

NO

YES

YES

YES

Did
code

compile
successfully?

(Was an
object file

produced?)

Was the 
problem 

something trivial  
that the SDST 
SSTG can fix 

using instructions 
from the science 

team?

SDST SSTG notates code turn-around 
status sheet for successful compilation date.

Is the
code

in compliance 
with ANSI 
standard?

Capture warning messages and 
send list to CMO.

If the problem can only be fixed by a new code or test data delivery from 
the science team, the SDST SSTG notifies the SSTG Systems Engineer.

SSTG Systems Engineer records’ integration  terminated due to serious 
problem in ANSI compilance’on the code turn-around status sheet.

SDST SSTG 
fixes the 

problem and 
reruns the 

code.

Process Complete

Process Complete

If the problem can only 
be fixed by a new code 

delivery from the science 
team, the SDST SSTG 

notifies the SSTG 
Systems Engineer.

SSTG Systems 
Engineer  notifies the 

CMO to record 
‘integration pending-
compilation failed’on 
the code turn-around 

status sheet.

Was the 
problem 

something trivial  
that the SDST 
SSTG can fix 
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from the science 

team?

SDST 
SSTG fixes 
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problem.

SDST SSTG notifies 
science team.
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SSTG
Test
Data
Run

SDST SSTG compiles code using ansi and optimize 
options (run without optimize first and then with 03)
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SSTG Test Data Run
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SSTG notifies the SSTG Systems Engineer.
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Incorporate SDP Toolkit
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previous page

NO

YES

YES

NO

Were the 
required SDP 

toolkit functions 
incorporate into 

the code?

Does the 
Science Team 
want SDST to 
incorporate the 
SDP toolkit into 

the code?

SDST SSTG incorporates 
SDP mandatory (I/O,SMF) 

toolkit calls into code.

Rerun test data.

YESNO Expected 
Results?

Incorporate
API

SDST SSTG notifies the CMO 
to record SDP TK 

incorporation and to update 
code turn-around status sheet 

with date.

Feedback 
to/from 
science 

team

SDST SSTG 
walk-through scientist 
team’s incorporation of 

the SDP toolkit.

Return to 
Science 
Team for 

incorporation



MODIS Software Management Plan SDST-002
Change Notice 2

October 25, 1995 A -8

Incorporate M-API

Continued from 
previous page
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want SDST to 
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Incorporate M-API (Continued)

Continued from 
previous page

Process Complete

SDST SSTG uses “vi” on software file or 
use ‘wc -l’ to obtain LOC count.  

Notify the CMO to record result on SSD 
sheet for this algorithm.

SDST SSTG notifies the SDST 
CMO software work is completed.

SDST notes completion date and total 
turn-around time on code turn-around 

status sheet. 

Is
software ready 
for Beta system 

incorporation
and test?

Walk-through cycle -- possible outcomes are:
•  accepted as is
•  accepted with corrections
•  failed, needs rework and new walk-through

SSTG notifies CMO that code is fully 
incorporated and ready for movement to 

system test environment.

SDST SSTG checks completed 
code back into RCS.

YES

NO SSTG continues 
with more 

iterations with 
Science Team.
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